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● goal: understand what is happening when swift 
for tensorflow is running mnist demo

● s4tf: swift, llvm, neural networks, autodiff, xla
● demos of various hardware: cpu, gpu, tpu
● recap, next steps

overview



● swift programming language, packages
● llvm compiler
● swift-api neural network operators
● autodiff
● xla → tensorflow + hardware

swift for tensorflow: components



● assembly → c
● smalltalk → objective-c
● speed vs. safety
● embedded/edge resources

before swift



● legacy interoperability
● open source (2015), cross platform
● functional programming
● type safety

swift



Σ* → ir → llvm

flang → fir



swift-models + swift package manager



multi-layer perceptron



swift mlp



layer protocol



● xcode + s4tf toolchain

1d mnist demo



convolutions



convolutional neural network



sgd training loop



gradient update step



validation



● colab swift kernel + gpu in cloud

2d mnist demo



● history
● symbolic approaches
● absolutely vs. approximately correct

autodiff



chain rule



backprop



vector jacobian product



swish: naive



swish: custom vjp



tpu-v3-2048: >100 petaflop, 32tb ram



● tensorflow
● jax
● julia
● pytorch
● s4tf

xla



mnist + xla + tpu



● gcloud compute tpus create s4tf-mnist-demo 
--zone=us-central1-f --accelerator-type=v2-8 
--version=nightly

● shell vars:

2d mnist xla + tpu demo



● we built and trained a simple convolutional neural 
network

● swift, llvm, neural networks, autodiff, xla
● ran it locally and in the cloud using cpu, gpu, tpu

recap



● swift-models + colab
●📓: cnn’s w/ s4tf
● swift-sig meetings: 9am pst fridays (thanks ewa!)
● autodiff: roger grosse
● cloud tpu tutorials, tfrc

next steps


