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outline

● goal: convolutional neural networks for image recognition
● neural networks, 1d mnist demo
● convolutions, 2d mnist demo
● color, [2d] cifar demo
● vgg, resnet, imagenet + tpu demo
● efficientnet, edge tpu demo
● recap



computer vision problems

● image recognition
● object detection
● image segmentation
● instance segmentation



neural networks

● activation function
● seperate high dimensional data
● images are 5d: [r, g, b, h, w] → [c]
● a(b(c(d(e(...))))) → 

a. backpropagation + chain rule 
● auto differentiation, swift, mlir



1d mnist

● mnist: 28x28x1 (h, w, 0..255 greyscale)
● Convert to 1d vector: [row1, row2, row3...row28] == (784 x 1)
● 2 * 512 fully connected layers
● github.com/huan/swift-MNIST





convolutions

● 3x3 blur example
● 3x3 striding
● 2x2 maxpool



2d mnist

● 3x3 convolution
● 3x3 convolution
● 2x2 maxpool
● 2 * 512 fully connected layers
● demo (modify 1d demo)





2d stacking, color, cifar

● [3x3 striding, 3x3 striding, 2x2 maxpool] 

→ [block1] + [block2]

● 2 * 512 fully connected layers 
● Cifar: (32x32x3, 10 categories)





vgg (2014)

● arxiv:1409.1556
● vgg16: [2, 2, 3, 3, 3]
● vgg19: [2, 2, 4, 4, 4]
● 2 * 4096 fully connected layers
● imagenet: (224x224x3, 1000 categories)



residual networks (2015)

● arxiv: 1512.03385
● cnn backbone + skip connections → resnet 34
● resnet 34 + bottleneck blocks (1x3x1) → resnet 50
● imagenet + tpu demo



efficientnet (may 2019)
● arxiv: 1905.11946



efficientnet-edgetpu (august 2019)

● tensorflow/tpu/blob/master/models/official/efficientnet/edgetpu



recap

● goal: convolutional neural networks for image recognition
● 1d neural network
● add convolutions, 2d neural network
● add more layers, larger problems
● add residual blocks, different block types
● state of the art approaches



other applications of cnn’s

● 3D CNN’s
● QANet
● AstroNet
● AlphaFold/Multicom
● AlphaGo/AlphaZero



Thanks for coming!

● brettkoonce.com/talks
● quarkworks.co
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